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Advanced regression models
Panel data regression models

Terminology

I Different models of the relationship between y and X :
I linear regression model: yi = a + X ′b
I non-linear regression model: yi = f (X , b) – e.g., logistic

regression, poisson regression – Week 23: Maximum likelihood
estimation, GLM

I Different forms of data
I cross-sectional
I time series – Week 24
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Advanced regression models
Panel data regression models

Cross-sectional data

X =


y1 x11 x12 . . . x1K

. . . x21 x22 . . .
...

. . .
...

... . . . ...
yN xN1 . . . . . . xNK


I A data point is a pair indicating observation i for variable k ,

a typical observation is xik
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Advanced regression models
Panel data regression models

Cross-sectional data
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Advanced regression models
Panel data regression models

Time-series data

X =


y1 x11 x12 . . . x1K

. . . x22 . . .
...

. . .
...

... . . . ...
yT xT1 . . . . . . xTK


I A data point is a pair indicating observation i at time t , a

typical observation is xit
I For sure, we could have K variables measured across many

time units or one variable measured over time for many
observations N

I T is large
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Advanced regression models
Panel data regression models

Time-series data
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Advanced regression models
Panel data regression models

Terminology

I Different models of the relationship between y and X :
I linear regression model: yi = a + X ′b
I non-linear regression model: yi = f (X , b) – e.g., logistic

regression, poisson regression
I Different forms of data

I cross-sectional
I time - series
I repeated cross-sectional data
I panel or longitudinal data
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Advanced regression models
Panel data regression models

Panel/longitudinal data

X =



y11 x111 x121 . . . x1K1
y12 x112 x122 . . . x1K2

...
...

...
...

...
y1T x11T x12T . . . x1KT
y21 x211 x221 . . . x2K1

y22 x211 x222 . . .
...

y2T x212 x222 . . . x2KT
...

...
...

...
...

yN1 xN11 . . . . . . xNK1
yN2 xN12 . . . . . . xNK2
yNT xN12T . . . . . . xNKT


I A data point is a triple indicating observation i at time t for

variable k , a typical observation is xikt
I T is small 8 / 21



Advanced regression models
Panel data regression models

Panel/longitudinal data
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Advanced regression models
Panel data regression models

Terminology

I Different models of the relationship between y and X :
I linear regression model: yi = a + X ′b
I non-linear regression model: yi = f (X , b) – e.g., logistic

regression, poisson regression
I Different forms of data

I cross-sectional
I time - series
I repeated cross-sectional data
I panel or longitudinal data
I hierarchical or multi-level data – where observations fall into

hierarchical, completely nested levels

10 / 21



Advanced regression models
Panel data regression models

Hierarchical or multi-level data

Is this hierarchical data set based on cross-sectional, time-series,
repeated cross-sectional, or panel?
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Advanced regression models
Panel data regression models

Terminology

I Different models of the relationship between y and X :
I linear regression model: yi = a + X ′b
I non-linear regression model: yi = f (X , b) – e.g., logistic

regression, poisson regression
I Different forms of data

I cross-sectional
I time - series
I repeated cross-sectional
I panel or longitudinal data
I Hierarchical or multi-level data

I Recall: Consistent estimator
I An estimator that converges in probability to the population

parameter as the sample size grows
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

Why do we care?

I better control over the DGP
I Often, observations are not independent over time and/or

linked
I We need a way to account for

I between variation → as in cross-section data
I within variation → as in time-series data
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

How to model panel data?

I Consider a simple bivariate, cross-sectional population model:

yi = a + b1x1 + ei

I How to represent the panel-nature of the data? Think about
how regressors, coefficients enter the model

I How to represent error dependencies? Think about what kind
of correlation should be described.

I Any other considerations necessary for consistent estimation
of the population parameters?
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

How to model panel data?
I Short or long panel: few t, many i or many t, few i – Why

important?
I Regressors:

I time-variant vs
I time-invariant (e.g. gender)
I endogenous (E [e|x ] 6= 0) → FE-models
I lagged DV → dynamic models

I Coefficients: may vary across i or t
I Errors:

I Correlation over t (within i) → clustering on i
I Correlation over i (e.g., over is within one country, school) →

hierarchical data → HLM
I Balance: Ti = T ∀ i?
I Measurement: t equally spaced?
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

How to model panel data?
I We focus on short panels: T small, fixed and N →∞
I errors independent across i
I balanced panel → why could a panel be unbalanced? →

attrition
I We will consider the individual-specific effects (population)

model
yit = ai + X ′

itb + eit

I Estimation strategies:
I pooled OLS model with clustered standard errors (feasible in

short panels)
I population-averaged estimator (pooled FGLS) model – Feasible

Generalized Least Squares
I fixed effects (FE) models
I random effects (RE) models
I mixed linear models with slope parameters varying over i or t –

technically RE models, also referred to as HLM 16 / 21



Advanced regression models
Panel data regression models

How to model panel data?
Estimators

Population-averaged estimator (pooled FGLS) model

I Rewrite individual-specific models as pooled model

yit = a + x′
itb + uit

where uit = ai − a + eit and any time-specific effect is assumed
to be fixed and included as time dummies in the regressors xit

I Individual-specific effect ai are now centered on zero
I For consistent estimation with OLS error term (ai − a + eit)

needs to be uncorrelated with xit
I Achieved by specifying assumed error correlation structure
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

Fixed-effects model – Within estimator
I Individual-specific effect ai allowed to correlate with regressors

xi
yit = x′

itb + uit

where uit = ai + eit and xit is allowed to be correlated with
the time-invariant component of the error term, ai – thus
the termfixed effects

I We cannot get a consistent estimate for a1, . . . , aN and b
because T is too small → incidental parameter problem

I We can get a consistent estimate for b, the coefficient on the
time-varying regressor by removing the fixed effect ai :
I performing OLS on mean-differenced data
I (yit − y i ) = (xit − xi )′b + (eit − e i ) – Where did ai go?

I Downside: we cannot get predicted values of yit because we
have no estimate for ai

I Assumption: E (eit |ai , xit) = 0
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

Random-effects model
I Individual-specific effect ai is assumed to be uncorrelated with

regressors Xi
yit = X ′

itb + uit

where uit = ai + eit , ai ∼ (a, σ2
a), and eit ∼ (0, σ2

e )
I Then,

Corr(uit , uis) = σ2
e

(σ2
a + σ2

e ) ∀ s 6= t

I Here is the RE estimator:
(yit− θ̂iy i ) = (1− θ̂i )a+(xit− θ̂ixi )′b+[(1− θ̂i )ai +(eit− θ̂iei )]
where θ̂i is a consistent estimate of

θi = 1−
√

σ2
e

Tiσ2
a + σ2

e

I Assumption: E (eit |xit) = 0
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Advanced regression models
Panel data regression models

How to model panel data?
Estimators

Random-effects model

I Here is the RE estimator:

(yit− θ̂iy i ) = (1− θ̂i )a+(xit− θ̂ixi )′b+[(1− θ̂i )ai +(eit− θ̂iei )]

I Special cases of the RE estimator are pooled OLS (no within
variation or θi = 0) and within estimator (θi = 1)

I Upside: We are able to obtain predicted values and marginal
effects (time-variant and in-variant regressors)

I Downside: inconsistent if ai correlated with Xi

20 / 21



Advanced regression models
Panel data regression models

How to model panel data?
Estimators

FE or RE models?

I RE uses within variation – if no OVB, consistent and more
efficient than FE

I FE allows for OVB of time-invariant variables – FE uses
subjects as their own control! – enough variation within
subject needed – assuming E (eit |ai , xit) = 0 vs E (eit) = 0 for
consistent estimation

I RE often more efficient but higher danger of inconsistent
estimates (asymptotic bias)

I FE cannot deliver predicted values and coefficient estimates
for time-invariant variables

I Hausman test – see gv300 stataFile week22.do
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